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Relevant facts

• In 1974, VINTON G. CERF AND ROBERT E. KAHN, publish the paper “A 
Protocol for Packet Network Intercommunication” at IEEE Trans on 
Comms, Vol Com-22, No 5 May 1974. 
• Introduction: “IN THE LAST few years considerable effort has been 

expended on the design and implementation of packet switching 
networks”.



Relevant facts

• Several protocols have already been developed for this purpose [8]-
[12],[16]. However, these protocols have addressed only the problem of
communication on the same network. In this paper we present a protocol
design and philosophy that supports the sharing of resources that exist in
different packet switching networks.
• Gateway:

In practice, a GATEWAY between two networks
may be composed of two halves, each associated
with its own network. It is possible to implement
each half of a GATEWAY so it need only embed
internetwork packets in local packet format or
extract them.

Since the GATEWAY must understand the address
of the source and destination HOSTS, this information
must be available in a standard format in every
packet which arrives at the GATEWAY. This
information is contained in an internetwork header
prefixed to the packet by the source HOST.



Relevant facts

The packet format, including the internetwork header, is illustrated in Fig. 3. The source and destination entries  
uniformly and uniquely identify the address of every HOST in the composite network. Addressing is a subject of 
considerable complexity which is discussed in greater detail in the next section. The next two entries in the header 
provide a sequence number and a byte count that may be used to properly sequence the packets upon delivery to 
the destination and may also enable the GATEWAYS to detect fault conditions affecting the packet. The flag
field is used to convey specific control information and is discussed in the section on retransmission and
duplicate detection later. The remainder of the packet consists of text for delivery to the destination and a trailing 
check sum used for end-to-end software verification.

Unless all transmitted packets are legislatively restricted to be small enough to be accepted by every individual 
network, the GATEWAY may be forced to split a packet into two or more smaller packets. This action is called 
fragmentation and must be done in such a way that the destination is able to piece together the fragmented packet.



Relevant facts

• TCP ADDRESSING
• The choice for network identification (8 bits) allows up to 256 distinct networks. 

This size seems sufficient for the foreseeable future. Similarly, the TCP identifier 
field permits up to 65 536 distinct TCP’s to be addressed, which seems more than 
sufficient for any given network.



Relevant facts
• In the Cerf’s paper, nothing is said about congestion control

• In 1988, Van Jacobson publish the paper Congestion Avoidance and Control, ACM Comp. 
Communication Review.

• In October of '86, the Internet had the first of what became a series of 'congestion 
collapses'. During this period, the data throughput from LBL to UC Berkeley (sites 
separated by 400 yards and three hops) dropped from 32 Kbps to 40 bps. Mike Karels and I 
were fascinated by this sudden factor-of-thousand drop in bandwidth and embarked on an 
investigation of why things had gotten so bad. We wondered, in particular, if the 4.3BSD 
(Berkeley UNIX) TCP was mis-behaving or if it could be tuned to work better under abysmal 
network conditions. The answer to both of these questions was “yes”. Since that time, we 
have put seven new algorithms into the 4BSD TCP:
• round-trip-time variance estimation
• exponential retransmit timer backoff
• slow-start
• more aggressive receiver ack policy
• dynamic window sizing on congestion
• Karn's clamped retransmit backoff
• fast retransmit (3 duplicated acks)



David D. Clark
Chief Protocol Architect, Internet
1981 - 1989



Relevant facts
• The Cerf´s paper did not mention the term Internet Protocol (IP)

• !"#$%"$#&'%(#()(*&+'$)!,!)-#!("&+./0.12.3 45647&%,)&8549&:;<&';=0.>
• #%-"+?!++!("&)("#%(*&'%(#()(*&+./0.12.3 45647&%,)&85@9&:;<&';=0.>

• How about UDP?
• David Clark in his paper THE DESIGN PHILOSOPHY OF THE DARPA INTERNET PROTOCOLS, 

ACM Sigcomm 1988 writes:
• The initial concept of TCP was that it could be general enough to support any needed type of service
• The first example of a service outside the range of TCP was support for XNET 
• Another service which did not fit TCP was real time delivery of digitized speech, which was needed 

to support the teleconferencing aspect of command and control applications
• It was thus decided, fairly early in the development of the Internet architecture, that more than one 

transport service would be required, and the architecture must be prepared to tolerate 
simultaneously transports which wish to constrain reliability, delay, or bandwidth at a minimum. This 
goal caused TCP and IP, which originally had been a single protocol in the architecture, to be 
separated into two layers.

• RFC 768 defines UDP:  Jon Postel in August 1980.



Internet architecture was designed to be....

• Simple
• Dumb
• Distributed

But...

• Hard to manage
• Became big
• Full of failures
• Thousands of

standardizations





From 5G to 2030

Source: Towards a connected intelligent future. Dr. Magnus Frodigh. Head of Ericsson Research, VP. Ericsson Research. 2019-03-26.  Ericsson. http://www.6gsummit.com/wp-
content/uploads/2019/04/Day3_Session2_Frodigh_Ericsson.pdf

http://www.6gsummit.com/wp-content/uploads/2019/04/Day3_Session2_Frodigh_Ericsson.pdf
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Traditionally...

OSPF, RIP, BPG, etc. OSPF, RIP, BPG, etc.

• Lack of competition 
• Closed architectures, proprietary, lock in 
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Controllers

Software Defined Networking (SDN)
Separating Control and Data Planes

A network in which the control plane is physically separate from the forwarding plane, and a single control plane 
controls several forwarding devices (Nick McKeown’s 2013 presentation entitled Software Defined Networking)
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Extensible, possibly open-source

Software Defined Networking (SDN)

• Raise of Linux
• Rise of whitebox servers
• Open source
• Open interfaces
• Novel applications
• Space for new players
• Less cost?
• Towards a 100% open architecture

Source: Nick McKeown

Dijkstra IS-IS BGP MPLS Firewall…



Computer Industry
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A bit of history



OpenFlow evolution



OpenFlow

Source: N. McKeown, et. al. OpenFlow: Enabling Innovation in Campus Networks. SIGCOMM CCR, March 2008.

http://ccr.sigcomm.org/online/files/p69-v38n2n-mckeown.pdf






Network systems are starting to be 
programmed “top-down”

Programmable Switch

Driver

Switch OS“Tell/program the network how to 
process packets” 

Source: Adapted from Nick Mckeown.



Source: An Exhaustive Survey on P4 Programmable Data Plane Switches: Taxonomy, Applications, Challenges, and Future Trends
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Further Reading/watching

• N. Feamster, J. Rexford, and E. Zegura. The Road to SDN: An Intellectual 
History of Programmable Networks. SIGCOMM CCR, April 2014.
• S. Shenker. The Future of Networking and the Past of Protocols. Open 

Networking Summit, October 2011.
• N. McKeown, et. al. OpenFlow: Enabling Innovation in Campus 

Networks. SIGCOMM CCR, March 2008.
• DPU Disruption of Today’s Infrastructure Paradigm. 

https://youtu.be/HwvP3Doyxdc

https://www.sigcomm.org/sites/default/files/ccr/papers/2014/April/0000000-0000012.pdf
https://www.youtube.com/watch?v=YHeyuD89n1Y
http://ccr.sigcomm.org/online/files/p69-v38n2n-mckeown.pdf
https://ipdk.io/presentations/OPI_Event_F5_Tim_Michels.pdf
https://youtu.be/HwvP3Doyxdc

